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pased by thousands of query processing nodes, ie., servers dedicaled

: : 8 times (e.g., 500 ms). However, users can hardly notice response times that are
n their expectat s o Oniine Scheduli
10 select the mast appropriate CPU frequency to process a query on a per-core basis.

the CPU energy consumption of a query processing node. basas its decision on query efficiency
predictors, estimating the processing volume and processing time of a query. We experimentally
evaluate upon the TREC ClueWeb09B collection and the MSN2006 query log. Results show that
can reduce the CPU energy consumption of a query processing node up to 48 percent compared to
a system running at maximun CPU core frequency. Outperforms also the best state-of-the-art
competitor with a 20 percent energy saving, while the competitor requires a fine parameter tuning
and it may incurs in uncontrollable latency violations.
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